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[Input] Q: Sterpuses are tumpuses. Each sterpus is large. Vumpuses are zumpuses. Zumpuses are not spicy. Each vumpus is not
slow. Each vumpus is a brimpus. Fae is a sterpus. Fae is a vumpus.
Prove: Fae is not slow.

[Output] A: Fae is a vumpus. Each vumpus is not slow. Fae is not slow.

Out-of-demonstration generalization
(“training” refers to 8-shot prompting / in-context learning)

Test on unseen deduction rules:

“Alex 1s not a mammal. All dogs are mammals. Suppose Alex is a dog. Alex is a
mammal. This contradicts with Alex is not a mammal. Alex is not a dog.”

Train on:

“Alex 1s a dog. All dogs are
mammals. Alex 1s a mammal.”

Train on:

“Alex 1s a dog. All dogs are
mammals. Alex is a mammal.”

Train on:

“Alex 1s a dog. Alex 1s soft.
Alex 1s a dog and soft.”

Test on deeper proofs:

“Alex 1s a dog. All dogs are mammals. Alex 1s a mammal.
All mammals are vertebrates. Alex is a vertebrate.”

Test on wider proofs:

—

“Alex 1s a dog. Alex is soft. Alex is kind. Alex is a dog
and soft and kind.”

Train on:

“Alex 1s a dog. All dogs are
mammals. Alex is a mammal.”

—

“Fae 1s a cat. Fae 1s soft. Fae
1s soft and a cat.”

PrOntoQA-OOD covers
more deduction rules

Chain-of-thought (CoT)
can elicit OOD reasoning

Test on compositional proofs:

“Alex is a dog. All dogs are mammals. Alex is a mammal. Alex is not mean.
Alex 1s a mammal and not mean.”

ICL generalizes differently from
supervised learning
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Figure: better generalization to compositional proofs when the
In-context examples each contain /ndividual deduction rules

(ICL: in-context learning)
Implication fla) vx (flx) — gix)) Alex is a cat. All cats are carnivores. Alex
elimination g(a) is a carnivore. | |
It could be worse to provide in-context examples from the
Conjunction A B Alex is a cat. Alex is orange. Alex is a cat same distribution as the test example!
introduction AAB and orange.
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CoT can elicit OOD reasoning in LLMs generalizing to

* unseen rules (however, for proof by cases and proof by
contradiction: LLMs require need in-demonstration examples)

e compositiona
are given in-context examples of suitable depth)

proofs and longer proofs (provided they

ID: Rule generalization

Larger model =
better deductive reasoning
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