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PrOntoQA-OOD covers 
more deduction rules1 ICL generalizes differently from 

supervised learning3

CoT can elicit OOD reasoning in LLMs generalizing to
• unseen rules (however, for proof by cases and proof by 

contradiction: LLMs require need in-demonstration examples)
• compositional proofs and longer proofs (provided they 

are given in-context examples of suitable depth)

Implication 
elimination

f(a) ∀x (f(x) → g(x))
g(a)

Alex is a cat. All cats are carnivores. Alex 
is a carnivore.

Conjunction 
introduction

A    B
A ∧ B

Alex is a cat. Alex is orange. Alex is a cat 
and orange. 

Conjunction 
elimination

A ∧ B
A

Alex is a cat and orange. Alex is orange. 

Disjunction 
introduction

A
A ∨ B

Alex is a cat. Alex is a cat or orange. 

Disjunction 
elimination 
(proof by 
cases)

A ∨ B A ⊢ C B ⊢ C
C

Alex is a cat or a dog. Suppose Alex is a 
cat … then Alex is warm-blooded. 
Suppose Alex is a dog … then Alex is 
warm-blooded. Alex is warm-blooded.

Proof by 
contradiction

A ⊢ B    ¬B
A ∧ B

Alex is cold-blooded. If Alex is a 
mammal, Alex is not cold-blooded. 
Suppose Alex is a mammal. Alex is not 
cold-blooded. This contradicts with Alex 
is cold-blooded. Alex is not a mammal.

Train on:
“Alex is a dog. All dogs are
mammals. Alex is a mammal.”

Test on unseen deduction rules:

“Alex is not a mammal. All dogs are mammals. Suppose Alex is a dog. Alex is a
mammal. This contradicts with Alex is not a mammal. Alex is not a dog.”

Train on:
“Alex is a dog. All dogs are
mammals. Alex is a mammal.”

Test on deeper proofs:

“Alex is a dog. All dogs are mammals. Alex is a mammal.
All mammals are vertebrates. Alex is a vertebrate.”

Train on:
“Alex is a dog. Alex is soft.
Alex is a dog and soft.”

Test on wider proofs:

“Alex is a dog. Alex is soft. Alex is kind. Alex is a dog
and soft and kind.”

Train on:
“Alex is a dog. All dogs are
mammals. Alex is a mammal.”

“Fae is a cat. Fae is soft. Fae
is soft and a cat.”

Test on compositional proofs:

“Alex is a dog. All dogs are mammals. Alex is a mammal. Alex is not mean.
Alex is a mammal and not mean.”

FIGURE 1: An overview of the kinds of OOD generalization that we test in our experiments. Each training
example is a sample CoT demonstration provided to the LLM in the few-shot prompt, whereas each test example
is a sample proof that the model is expected to output.

than their demonstrations.1

We characterize the complexity of proofs from three angles: the deduction rules involved, the depth
of the proof (i.e. length of a sequential chain of proof steps), and the width of the proof (i.e. the
number of premises of each proof step). Each of the three dimensions contributes to the overall size
of the proof. To measure the general deductive reasoning ability of LLMs, we extend prior studies in
two key ways. First, we determine whether LLMs have learned a complete set of deduction rules,
beyond modus ponens. Second, we evaluate whether they can reason over longer proofs than those
given as in-context examples (depth- and width- generalization); and whether they are able to use
multiple different deduction rules in a single proof (compositional generalization). Figure 1 shows an
overview of our study.

We test four different LLMs of different scales and training objectives: GPT-3.5 175B [Ouyang et al.,
2022], PaLM 540B [Chowdhery et al., 2022], LLaMA 65B [Touvron et al., 2023], and FLAN-T5
11B [Chung et al., 2022], and we find:

1. CoT is able to elicit OOD reasoning in LLMs generalizing to compositional and longer proofs,
provided they are given in-context examples of suitable depth. This is somewhat surprising given
the amount of previous work that claims that LLMs are not able to generalize compositionally
[Hosseini et al., 2022, An et al., 2023].

2. ICL generalizes differently compared to supervised learning. We find numerous examples where
it is strictly worse to provide in-context examples from the same distribution as the test example.
For instance, in some cases, we observe better generalization to compositional proofs when the
in-context examples each contain individual deduction rules.

3. However, the LLMs do require in-demonstration examples for some deduction rules, specifically,
proof by cases and proof by contradiction, suggesting that they may be limited in their ability to
produce hypothetical subproofs.

4. Model size does not strongly correlate with performance. Smaller (but not the smallest) models
with instruction tuning and longer pretraining perform comparably to larger models.

2 Related work

OOD generalization of LLMs. Previous work has measured the generalization ability of LLMs
on tasks such as bit parity and Boolean variable assignment [Anil et al., 2022], semantic parsing
[Hosseini et al., 2022, Qiu et al., 2022], deductive reasoning [Zhang et al., 2022a, Kazemi et al.,
2023], and arithmetic reasoning [Kudo et al., 2023], where the length/complexity of the test example
is greater than that of the in-context examples. On the bit parity and variable assignment tasks,

1All analysis code, data, data generation scripts, and model outputs are publicly available at
github.com/asaparov/prontoqa
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Chain-of-thought (CoT) 
can elicit OOD reasoning2

It could be worse to provide in-context examples from the 
same distribution as the test example!

Train on:
“Alex is a dog. All dogs are
mammals. Alex is a mammal.”

Test on unseen deduction rules:

“Alex is not a mammal. All dogs are mammals. Suppose Alex is a dog. Alex is a
mammal. This contradicts with Alex is not a mammal. Alex is not a dog.”

Train on:
“Alex is a dog. All dogs are
mammals. Alex is a mammal.”

Test on deeper proofs:

“Alex is a dog. All dogs are mammals. Alex is a mammal.
All mammals are vertebrates. Alex is a vertebrate.”

Train on:
“Alex is a dog. Alex is soft.
Alex is a dog and soft.”

Test on wider proofs:

“Alex is a dog. Alex is soft. Alex is kind. Alex is a dog
and soft and kind.”

Train on:
“Alex is a dog. All dogs are
mammals. Alex is a mammal.”

“Fae is a cat. Fae is soft. Fae
is soft and a cat.”

Test on compositional proofs:

“Alex is a dog. All dogs are mammals. Alex is a mammal. Alex is not mean.
Alex is a mammal and not mean.”

FIGURE 1: An overview of the kinds of OOD generalization that we test in our experiments. Each training
example is a sample CoT demonstration provided to the LLM in the few-shot prompt, whereas each test example
is a sample proof that the model is expected to output.
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number of premises of each proof step). Each of the three dimensions contributes to the overall size
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two key ways. First, we determine whether LLMs have learned a complete set of deduction rules,
beyond modus ponens. Second, we evaluate whether they can reason over longer proofs than those
given as in-context examples (depth- and width- generalization); and whether they are able to use
multiple different deduction rules in a single proof (compositional generalization). Figure 1 shows an
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provided they are given in-context examples of suitable depth. This is somewhat surprising given
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For instance, in some cases, we observe better generalization to compositional proofs when the
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proof by cases and proof by contradiction, suggesting that they may be limited in their ability to
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4. Model size does not strongly correlate with performance. Smaller (but not the smallest) models
with instruction tuning and longer pretraining perform comparably to larger models.
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OOD generalization of LLMs. Previous work has measured the generalization ability of LLMs
on tasks such as bit parity and Boolean variable assignment [Anil et al., 2022], semantic parsing
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is greater than that of the in-context examples. On the bit parity and variable assignment tasks,

1All analysis code, data, data generation scripts, and model outputs are publicly available at
github.com/asaparov/prontoqa
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ID: Compositional examples
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OOD: Compositional examples

Predicted answer: Polly is a

wumpus, a jompus, and a tumpus.

Everything that is a wumpus, a

jompus, and a tumpus is not a

lempus. Polly is not a lempus.

Expected answer: Polly is a

tumpus. Polly is a jompus. Polly

is a wumpus. Polly is a wumpus and

a jompus and a tumpus. Everything

that is a wumpus, a jompus, and a

tumpus is not a lorpus. Polly is

not a lorpus.

Assume Polly is a lempus. Each

lempus is an impus and a lorpus and

a rompus. Polly is an impus and

a lorpus and a rompus. Polly is

a lorpus. This contradicts with

Polly is not a lorpus. Polly is

not a lempus.

FIGURE 6: (top-left) Proof accuracy on compositional examples where the in-context examples are also
compositional examples with the same min depth and number of rule types. (bottom-left) Change in proof
accuracy where the test examples are compositional but the in-context examples are those of individual deduction
rules. (right) Example of an incorrect proof generated by GPT-3.5 on an out-of-demonstration example with
min depth 2 and 4 rule types. The premises (axioms) are given in blue, and invalid steps are given in red.

was additionally able to use proof by contradiction by relying on an alternate deduction rule called
modus tollens (i.e. given ¬f(c) and 8x(g(c) ! f(c)), conclude ¬g(c)). This is surprising since
McKenzie et al. [2023] showed that reasoning with modus tollens exhibited inverse scaling behavior,
and yet GPT-3.5 is able to use it correctly without any demonstrations. GPT-3.5 performed worse on
disjunction elimination possibly due to the fact that there is no equivalent alternate rule (an example
of an error is given in figure 5). However, no model is able to use disjunction elimination and proof
by contradiction without demonstrations.

4.2.2 Can LLMs generalize to compositional proofs?

Next, we test whether the model is able to generalize to compositional proofs that contain multiple
different deduction rules. In the ID setting, the in-context examples and test examples are both
generated from the same distribution of compositional proofs. In the OOD setting, the in-context
demonstrations contain non-compositional examples of each rule that appears in the test example. In
Figure 6, we observe that the gap in proof accuracy between the ID and OOD settings is quite small,
indicating that the models are able to generalize compositionally to an extent. This is surprising since
past studies show that LLMs struggle with compositional generalization, but this could be due to
the fact that much of the previous work focused on semantic parsing rather than on reasoning. In
addition, our study is limited by the token limit of the LLMs, as we are not able to further increase
the complexity of the proofs without reducing the number of in-context examples, which would
render the results difficult to compare. GPT-3.5 and PALM have difficulty when the number of rule
types is 4, with an example of an incorrect output given in the right side of Figure 6. Interestingly,
PALM, LLAMA, and FLAN-T5 sometimes perform better in the OOD setting than in the ID setting,
showing that, in ICL, it is not always best to provide demonstrations from the same distribution as
the test example.

4.2.3 Can LLMs generalize to bigger proofs?

To test whether LLMs can generalize to bigger proofs, we test the models on examples where the
proof width or depth is larger than those of the in-context examples. As evident in Figure 7, when
shown demonstrations of proofs of depth 1, the models generalize poorly to proofs of higher depth.
However, the models exhibit much better depth generalization when shown slightly more complex
examples (depth 2). Due to the context length limits, we were not able to experiment with higher

7

Larger model != 
better deductive reasoning4

(ICL: in-context learning)

As shown in prior figures, model size does not 
strongly correlate with reasoning ability.

Figure: better generalization to compositional proofs when the 
in-context examples each contain individual deduction rules

in-context examples
individual 
deduction rules

test examples
compositional
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Out-of-demonstration generalization 
(“training” refers to 8-shot prompting / in-context learning)  

Q: Sterpuses are tumpuses. Each sterpus is large. Vumpuses are zumpuses. Zumpuses are not spicy. Each vumpus is not 
slow. Each vumpus is a brimpus. Fae is a sterpus. Fae is a vumpus. 
Prove: Fae is not slow.

A: Fae is a vumpus. Each vumpus is not slow. Fae is not slow.

Example from PrOntoQA-OOD (Proof-and-ontology-generated QA, OOD): a programmable dataset
[Input]

[Output]
 


